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A.REI.8 Represent a system of linear equations as a single matrix equation in a vector variable.
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S.MD.5 Weigh the possible outcomes of a decision by assigning probabilities to payoff values and finding expected values.
S.MD.6 Use probabilities to make fair decisions (e.g., drawing by lots, using a random number generator).
S.MD.7 Analyze decisions and strategies using probability concepts (e.g., product testing, medical testing, pulling a hockey goalie at the

end of a game).



